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A Conceptual Model 
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OF KNOWLEDGE GENERATION



Data science is poised to accelerate the health outcomes research cycle 
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The evolution of chatbots 
from ELIZA to Bard 

Early chatbots struggled to understand human language. Over time, machine learning 
(ML) advancements have ushered in chatbots that can process natural language. 

learn from experience and generate full-length articles. 

ELIZA 
A computer scientist at MIT develops 

ELIZA, the first chatbot 
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Inspired by ELIZA. Richard Wallace creates 
a similar yet more complex chatbot. 

A.LI.C.E 

SmarterChild 
ActiveBuddy develops a chatbot to interact 

with AOL Instant Messenger users. 
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Basic chatbots 
The first generation of chatbots used decision trees 
and simple keyword-recognition capabilities to 
generate scripted responses, while these chatbots 
can only process a strict set of inquiries, they 
continue to help modern contact centers answer 
customers’ frequently asked questions. 

Conversational agents 
These tools use advanced natural language 

processing and ML to understand complex human 
language, process voice commands and learn from 

past interactions. This kind of chatbot can remind 
contact center agents of upcoming appointments 

and answer complex customer questions. 
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Jasper AI 
Jasper AI launches a generative 

copywriting platform for business users. 
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ChatGPT 
Open AI releases a free, general-purpose generative 

AI chatbot to the public. 
20
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Bard 
Google releases its own generative Al chatbot 

to the public. 
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IBM Watson 
IBM develops Watson, a question-answering computer 
system, to compete on the TV show. Jeopardy! 

Siri 
Apple Incorporates virtual assistant. 
Siri, into its iPhone 4S. 
Alexa 
Amazon releases a virtual assistant, Alexa, 
alongside the company’s Echo speaker. 

Generative Al chatbots 
Advancements In ML, such as transformers. 
have let developers train ML models on massive 
data sets to create Generative AI chatbots. In 
contact centers, these chatbots can help agents 
compose emails, summarize past customer 
conversations and draft social media responses. 

"Types of chatbot technology 
As chatbots have evolved, they've broken off into smaller subsets: 

conversational agents, virtual assistants, generative AI chatbots and generative At assistants. 

Chatbots 
Programs that simulate human conversation 

Conversational agents 
Advanced chatbots that can complete tasks and learn from past interactions 

Virtual assistants 
Conversational 

agents personalized 
for individuals 

Generative Al chatbots 
Conversational agents that 

use transformers to generate 
complex content 

Generative AI assistants 
Generative AI chatbots 

trained on an 
individual’s data 

Recent focus on AI is new attention on a long-existing field 

AI has, in some shape or form, 

been around since the 1960s 

Fueling the current interest in AI 

is the intersection of two trends 

We are hearing about it more because 

it is being used in more places 
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we are here to learn more and better understand the technology, its strengths and weaknesses, 

the areas it can impact and the concerns we need to address as we engage with it 
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AI Advancements have fueled research advancements 
Machine learning to compare state to state differences in 

access to opioid treatment 

Machine learning to build comprehensive view of drivers 

of health disparities



AI enables health outcomes research to operate at scale 

Participant ID Race Age Health Outcome 

12410294 North African 38 N 

12487127 Alaskan Native 61 Y 

12749182 White 54 Y 

number of data entries is 

(essentially) unlimited 

number of data features 

is (essentially) unlimited 

Can consider many types of data 

Sample Dataset 

numeric categorical qualitative 

Example: enables multi-level analysis 

Individual factors 

• demographic

• genetic

• physical activity

Community factors 

• transportation

• food availability

• access to healthcare

Community 1 

Individual 1 Individual 2 Individual 3 

Community 2 

Individual 5 Individual 4 Individual 6 

Machine learning enables 

us to create models that 

determine significant 

factors within and 

between different 

communities 

images 



AI models find high dimensional patterns from data 

Perfect Data Finite Data = Perfect Model = Imperfect Model 

imperfect models lead to differential 

outcomes between groups (biases)



Slido Poll 

The current excitement about AI and Machine Learning has been brought 

on by the combination of which two trends? 

a) New statistical analysis theories and cloud computing 

b) Massive data and increased compute resources 

c) Mass adoption of smartphones and new statistical analysis theories 

d) Increased compute resources and novel health outcomes frameworks 

e) Novel health outcomes frameworks and cloud computing 



Supervised learning is a useful example case 

Supervised Learning Unsupervised Learning 
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AI development pipeline 

Datasets Data Preparation 

Model Selection 

& Training 
Model Evaluation 

Model Scoring 

& Deployment 

Data Segregation Project Design



AI development pipeline 

Project Design 

What is it? 
Crafting the research question and 

the data analysis strategy. 

How to determine if an AI approach is appropriate 

Is AI the right tool to answer the 

question? 

Is the data appropriate for the AI 

model to use? 
Is the project design appropriate? 

Pattern 

Recognition 
Prediction 
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Nonrepresentative data can lead to biases 

What is it? 
Acquiring data to be used for model 

development. 

Data can be… 

Nonrepresentative data 

(misbalanced sample sizes) 

Where can biases arise? 

Disproportionately Missing data 

Difficult-to-capture Data 

(e.g. social determinants of health) 

Inconsistent Semantics & 

Incorrect Data Labels 

the world your data some groups have complete 

information 

others do not 

absent from 

health records 

unstructured 

data 
nonstandard 

answers 

or ? 

! 

Datasets 

reused from 

existing databases 

collected 

firsthand 

Misleading metrics 

reality 

metric 



AI development pipeline 

Datasets Data Preparation 

Model Selection 

& Training 
Model Evaluation 

Model Scoring 

& Deployment 

Data SegregationProject Design



Data for AI model training must be prepared 

What is it? 
Getting data ready to be used for 

model training and testing. Often 

includes “cleaning” and 

“transforming” steps. 

This is hard and there are 

specialized people who do this: data 

managers, data wranglers, data 

“mungers” 

Where can biases arise? 

Compensating for groups with smaller representation 

Filling in missing data 

Original Data Filled-in Data 

the world your data augmenting your data 

Data Preparation 

techniques:

- oversampling

- synthetic data 

data imputation
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All data is split for model development and testing 

What is it? 
Splitting up data into: 

• data to be used to build the 

model (training data) 

• data used to check the model 

building (validation data) 

• data used to test the model (test 

data). 

Where can biases arise? 

Sampling strategies Reweighing Strategies 

Data Segregation 
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results 
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final 
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final 

model 
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Slido Poll 

Which of the following describe the purpose of validation data? 

a) To train the model 

b) To test the final performance of the model on unseen data 

c) To evaluate the model during training 

d) To store raw data collected before preprocessing 

e) To monitor the compute resources during model training
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AI Model training can introduce biases 

What is it? 
Deciding which type of model to use 

and then training the model using 

the training data. 

Common categories of models 

• Classifiers vs regressors 

• supervised vs unsupervised 

Where can biases arise? 

Which model you pick How it’s trained 

Training Parameters Error Calculation random 

forest 

neural 

net 

lasso 

regressor 

Model Selection 

& Training 

“Hyperparameters” “Loss functions”
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Model evaluation is key for AI model development 

What is it? 
Using various metrics to check the 

performance of different models and 

select the final parameters.  

Where can biases arise? 

How the model performs across different parts of the data 

Example metrics for model evaluation 

your data the world 

  

accuracy = 
# correct 
total basic model is 75% accurate! 

using metrics that balance errors can mitigate biases 

using metrics that don’t balance error can lead to biases 

using the same metric across all cohorts can lead to biases 

analyzing how the model works for each group can mitigate biases 

basic model 
100% accurate 

0% accurate 

basic model 75% accurate 
all 

data 

F1 score and AUC – metrics that includes both 

correct and false positives and false negatives 

Model Evaluation 
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Deployment of AI requires proper use and trust 

What is it? 
The final scoring of the model 

performance using test data and the 

implementation of the model. 

Where can biases arise? 

Using the model on data it was not trained on 

How much users of the model trust the model 

your data 

basic model 

your model deployment data 

basic model 

Model Scoring 

& Deployment 

Transparency mitigates these 

biases by showing exactly what 

data the model was trained on 

(and therefore should be used 

on) and how it was developed 

• promotes model 

understanding 

• assists in determining 

model reuse 

• requires documentation
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Slido Poll 

Why are model evaluation metrics important for mitigating model bias in 

AI systems? 

a) They help ensure the model is trained on a larger dataset. 

b) They identify disparities in model performance across different groups. 

c) They automatically remove biased data from the training set. 

d) They focus solely on improving the model's accuracy without 

considering fairness. 

e) They ensure the model runs faster and uses fewer computational 

resources.
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Articulate the research  problem and its significance 

Involve the consumers/involved parties that will be affected by the AI system in the 
design process. Their insights can help identify potential biases and ensure that the 
model meets their needs and addresses their concerns. 

Why is AI needed? 

Is the selected model(algorithm) suitable? 

Is there enough relevant data? 
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Why is AI 
needed? 

What is the specific research question or problem 
that AI can address in this study? 

Are you trying to uncover complex and 
interconnected relationships between variables? 

Are you trying to reveal patterns using big data? 

How does it differ from traditional methods? 

What new insights or capabilities does it offer? 
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Is the 
selected 
model 
suitable? 

Does the model align with the type of research 
question being asked? 

Does the model research questions match the 
available data characteristics? 

For the research question, does the model 
potentially lead to unexpected biases? 

Can the model handle the volume and 
dimensionality of the available data? 

Is the model robust/can produce reliable results 
given the limitations of the available data? 
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Data Warehouse 
Construction Risk Stratification Clinical Intervention 

High Risk 
Population 

Prediction 
Data and prediction 

Comprehensive 
literature 

review 

Feature 
extraction and 
manipulation 

driving 
features 

Individual analysis and 
precision intervention 

• Driving feature analysis 
• Demographic patterns 
• Social-economic patterns 

sneeze 
age* 
anxiety 
homeless 

Fig. 1 Development of risk of suicide attempt early-warning system. The system is consist of the deep learning live engine and the decision interpretation live 
engine. The deep learning engine is design to provide a real-time risk stratification for the whole population, so that the high-risk population can be found 
in advance. The decision interpretation live engine is used to analyze the driving features of the high-risk population and help provide insight for individual 
intervention. 

Low risk (-) 
cohort 

High risk (+) 
cohort 

Social 
Determinants 

• Geographic distribution 
• Patient pattern analysis 
• Individual intervention design 

Decision interpretation to 
provide individual 

intervention 
Decision Interpretation 

Live Engine 

Physician review 

Utilizations 

EHR Demographics 

Whole Population 

Risk stratification to identify 
high risk individuals 

Deep Learning Live 
Engine 

Model 
Interpretation 

sneeze x 
anxiety ✓ 
homeless ✓ 
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Zheng et al. Translational Psychiatry (2020) 10:72 
https://doi.org/10.1038/s41398-020-0684-2 

Why AI? Prediction accuracy 
was limited when applied to a 
general population where the 
incidence of suicide attempts 
was extremely low. Reasons for 
a suicide attempt could be 
complex and associated to a 
multi-level network which limit 
revealing the different roles of 
individual-level and 
population-level factors in 
suicide attempts using 
univariate and multivariate 
analyses. 

Selected Model. Deep learning algorithms are well suited to uncover and recognize (learn) the hidden explanatory 
factors of variation behind complex data and simultaneously maintain the utility of generalization. 

Problem. Suicide is the tenth leading cause of death in 
the US, claiming the lives of more than 44,000 
individuals in 2015. There is a need for an effective 
early warning system to identify those at high risk of 
attempting suicide. 

Sample size = 236,347 

https://doi.org/10.1038/s41398-020-0684-2


UH hospitalizations 
data set 2005-2022 

(N = 40,4701) 

Feature engineering 

Categorization 
New features 

Deduplication 

Select patients admitted after 2015 

Select the most recent encounter or 
the last one that generated a 

readmission 

Cohort without SDOH 
(n = 5,059) 

Cohort with SDOH 
(n = 8,658) 

Data 
split 

Training (70%) 

Validation (20%) 

Test (10%) 

Feature selection  (P< 
.20) 

Chi square 
 Kruskal Wallis 

ML models 

LightGBM 
XG Boost 

Tuning 

Performance check 

Confusion matrix 
AUC 

Recall 
Precision 
PRACU 

Accuracy 

Best 
model 

Training (training set and 
one time 

evaluation on the test set) 

10 repeats 10-fold CV 
(training + test set) 

Parameters 

Confusion matrix 
AUC 
Recall 

Precision 
PRACU 

Accuracy 

SHAP 
analysis 
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Why AI? Understanding key drivers of 
unplanned hospital readmissions in 
patients with cancer has been a topic 
of interest; however, the multiple 
factors involved have made applying 
traditional statistical methods difficult. 

Selected Model. ML provides an alternative method for better understanding unplanned cancer readmissions, given its 
ability to handle multiple variables and to incorporate explainability via tree-based methods, which can offer crucial 
perspectives into clinical decision-making applications. 

Problem. Unplanned hospital 
readmissions are approximately cost 
the US health care system 15-20 billion 
dollars annually. Preventing avoidable 
readmissions has the potential to 
improve patient quality of life and help 
reduce hospital costs. ML–based 
models used to reduce hospital 
readmissions, but there is a lack of 
effective cancer-specific models that 
incorporate social determinants of 
health. 

Sample size = 40,470 
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https://doi.org/10.1200/CCI.22.00143


Is there 
enough 

relevant 
data? 

What data sources are available for this research? 

What is the volume and format of the available 
data? 

Does the data contain the necessary features and 
labels? 

Is the data representative and inclusive of targeted 
audience? 

Is primary data collection required (in 
conjunction)? 
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✓Leverage existing data 
repositories 

✓Consider diverse range 
of data formats 
including, text, images, 
audio, relational 
databases 

✓Prioritize data directly 
related to the problem 
being addressed 
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Step 2. Data Collection 

Electronic Health Records 
Social Media 

Insurance Claims 
National Registries 

Wearables 
Census 

Clinical Trials 
Scientific Literature 

Problem Specific 
Dataset 

Problem Specific 
Dataset 

Data Design 

Problem Specific 
Data Collection 

Problem Specific 
Data Extraction 



Data Types 
Unstructured Data 

• Does not have a predefined format 

• Requires more storage 

• Text documents, images, audio, and 
video files 

Structured Data 

• Organized in a predefined format 
(rows, columns) 

• Requires less storage 

• Numbers, strings, dates 

AI models can handle both structured and unstructured data 

• unstructured data requires more preprocessing and feature extraction for training 

• meaning of unstructured data can be highly context-dependent and ambiguous 

• incorporating domain knowledge is required for interpreting unstructured data and building 
effective models 
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Data Design 

• Does the data cover the 
necessary variables and 
time periods; 

• target population 

• outcomes 

• predictors 

• exposures (if any) 

• time frame 

Example: A cross-sectional data design suffices if one can solve the 
problem using the prevalence of the outcome in the exposed and 
unexposed groups. 

Use the easiest/most 
economical data design 
that can solve problem 
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Past Present Future 

Cross-sectional Study 

Prospective Cohort Study 

Randomized-Controlled Trial 

Retrospective Cohort Study 

Case-Control Study 



Measurement bias refers to the 
systematic error between the 
measured and the actual values 
of a variable. 

Are there any potential biases introduced by the data design? 

In the context of data design, bias are systematic deficiencies in the design that lead to errors in the 

produced models and corresponding problem domain solutions. 

Confounding bias occurs when the association 
between an exposure and an outcome is 
distorted by the presence of a third variable, 
known as a confounder. 

Sampling bias 
occurs when some 
characteristic in the 
sample is over- or 
underrepresented 
relative to the 
population. 
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Slido Poll 

Which of the following statements is NOT true about unstructured data 

used in AI models? 

a) Unstructured data often requires extensive preprocessing and feature 

extraction for effective use in training AI models 

b) Unstructured data is highly context-dependent and can be ambiguous, 

necessitating the incorporation of domain knowledge for proper 

interpretation 

c) Unstructured data is straightforward and requires minimal 

preprocessing before it can be incorporated into AI models 

d) Unstructured data includes forms such as text, images, and audio, 

which do not follow a predefined data model
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Step 3. Data Preparation 

• AI data design relies heavily on the existence of digital data repositories that are 
created independently of the problem solving intent at hand 

• Data often comes from various sources with different levels of accuracy and 
reliability 

• Data can contain noise, outliers, and irrelevant information that can obscure 
meaningful patterns and mislead AI algorithms 
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Definition The process of manipulating and organizing data prior to analysis 

• To effectively aggregate or harmonize datasets for AI: 
• datasets must share compatible formats 
• uniform labeling across datasets is necessary to maintain clarity and utility 
• balanced datasets helps mitigate bias and enhances the robustness of AI models



Data Documentation 

Data Profiling 

1 

Data Preparation Steps 
D

at
a 

P
re

p
ar

at
io

n

Semantic 
Checking & 
Consistency 

Data Cleansing 
Data 

Aggregation & 
Harmonization 

Data 
Transformation Data Reduction 

2 3 4 

5 6 



Data Profiling 

• Identify data types (e.g., text, numbers, dates), patterns, and 
relationships between different elements 

• Uncover data quality issues like missing values, inconsistencies, errors, 
and outliers 

• Explore the actual values within the data, identify common patterns, 
and detect anomalies 

• Data quality is the degree to which a dataset meets a user’s 
requirements and is fit for the purpose it is intended. 
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Data Profiling 

The process of carefully examining a dataset to understand its 
structure, content, and quality. 

Definition 

Definition
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Data Profiling 
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Accuracy 

Integrity 

Consistency 

Completeness 

Validity 

Scheme 
Conformance 

Uniformity 

Density 

Uniqueness 

Timeliness 

A patient record is missing information on 
allergies 

A database field for ‘age’ contains a value 
of ‘250’ 

In a database, a date field is formatted as ‘MM-
DD-YYYY’ in some records and ‘YYYY-MM-DD’ in 

others 

Customer addresses stored using abbreviations 
for states, others spell them out fully 

Some patient records have missing information 
in the ‘Smoking Status’ in EHRs 

A customer has two accounts with same name 
but different email addresses 

A traffic navigation app uses outdated road 
closure information
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Semantic Checking and Consistency 

An ontology is a representation of a domain of concepts, comprising 

concepts and their formal names, attributes of the concepts, and 

relationships among the concepts. 
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Semantic Checking 

& Consistency 

The process of identifying and resolving semantic 
inconsistencies by aligning data element meanings and 
interpretations with a common standard or ontology, ensuring 
uniform understanding across different sources and contexts. 

Definition 



The same term may have different meanings in 
different contexts, leading to misinterpretations 

Meaning of ‘Field’ 

Computer Science Agriculture 
Physics 
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Semantic Checking 

& Consistency



Without a common, 
standardized vocabulary 
or ontology to define the 
meaning of data 
elements, different 
systems and individuals 
might use different terms 
and classifications, 
leading to semantic 
inconsistencies 

‘Income’ 
variable in 
different 
datasets 

Comparing "income" 
across these datasets 
without considering 
these different 
definitions would be 
misleading 
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Semantic Checking 

& Consistency
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Data Cleansing 

Data cleansing steps: 
• Clean and rectify errors in data such as incompleteness, incorrectness, 

inaccuracy, or irrelevancy by replacing, modifying, or deleting them 

• Document error instances and error types 

• Measure and verify to see whether the cleansing meets the user’s specified 
tolerance limits in terms of cleanliness
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Data Cleansing 

Definition The process of detecting and correcting (or removing) corrupt or 
inaccurate records from a record set, table, or database. 
❖ Also referred as data cleaning, data scrubbing, data reconciliation 



Missing Data 

• A data element is missing, if no data value is stored for a variable 

• Structural missingness, where the data was not supposed to be collected in the first place. 
• Example: ‘Number of previous pregnancies’ variable missing for male patients 

• Informative missingness, the reason for data being missing is related to the value that would 
have been observed 

• Example: Patients with the most severe depression might be less likely to complete 
questionnaires or attend appointments where this data is collected 

• Informative missingness can significantly impact the validity of results 

Study goal: Test the effectiveness of a new medication for chronic pain. 
Missingness: Patients experiencing severe side effects discontinued participation and did not provide 
reports on their pain levels. 
Potential Bias: If the analysis is limited to data from patients who completed the study, a biased 
understanding of the medication's effectiveness might be generated, as data from those with 
potentially worse experiences would be excluded. 

EXAMPLE 
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Data Cleansing



Handling Missing Data 

Missing Data 
Mechanism 

Description Example Handling Strategies 

Missing 
completely at 
random 
(MCAR) 

The reason that the data are 
missing are not related to the 
missing data itself and every 
observation has an equal chance 
of being missing 

A lab test did not produce a 
result or an automated blood 
pressure cuff does not record 
results periodically 

Listwise deletion, pairwise 
deletion, 
mean/median/mode 
imputation 

Missing at 
random 
(MAR) 

There is a relationship between 
one or more observed pieces of 
data that is associated with the 
missing data 

A patient has no HgA1c 
results (because they are not 
diabetic) 

Multiple imputation, 
Maximum Likelihood 
Estimation 

Missing not at 
random 
(MNAR) 

The probability that data is 
missing depends on the data 
itself 

A patient does not report a 
quality of life score (because 
they are depressed) 

Model missingness, analyze 
different pattern of 
missingness separately, 
conduct sensitivity analysis 

Before choosing a handling strategy, carefully consider the reasons for missing data 

The amount and type of missingness in the dataset, and how missingness were handled should be documented 
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Data Cleansing



Handling Outliers 
Outliers can be detected using data visualization techniques 

Outliers can be trimmed, transformed, or treat as missing data. 

It should be documented by summarizing the outlier detection and handling procedures. 
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Data Cleansing 

Definition Data do not conform to the overall data 
distribution. 



Slido Poll 

Which of the following best describes the element of 'consistency' in the 

context of data quality? 

a) Ensuring that data values are unique across datasets 

b) Maintaining that data conforms to specific schema requirements and 

is uniformly presented across different systems 

c) Guaranteeing data records are up-to-date and reflect the current 

situation or the most recent data 

d) Verifying that all required data is present and that all data meets 

defined validity constraints
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Data Harmonization and Aggregation 

Harmonization works by mapping data elements to 
standardized ontologies, ensuring 

• bringing same variables and values to common 
computer readable codes 

• accurate search for data elements 

• interoperability across groups and sites 
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Data Aggregation 

& Harmonization 

Definition 
Data Aggregation: The process of gathering information from 
databases in order to get readily combined datasets for processing. 

Data Harmonization: The process of bringing data together from 
different sources and transforming it into a common format that 
allows for meaningful comparison and analysis. Definition 

Site 1 

Site 3 

Site 2



What is Interoperability? 

The ability of applications and systems to securely 
and automatically exchange data irrespective of 
geographical, political, or organizational boundaries. 

• Interoperability facilitates data sharing and collaboration among 
researchers from different institutions and disciplines 

• By combining data from multiple sources, researchers can increase 
the sample size of their studies 
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Definition 



Data Harmonization Challenges 

• Variability in data implementation and 
definitions across different sources 
including 

• different coding systems 
• varying levels of granularity 
• conflicting definitions 

• Lack of widely adopted 
standards, incompatibilities between 
systems 

• Inconsistent, incomplete, or inaccurate 
data D
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Data Harmonization Steps 

Data harmonization creates a unified view of data by addressing 

• inconsistencies in data structure 

• format 

• semantics 

1. Identify a data model 
(common data elements) 

2. Map Source Data to CDEs 

3. Transform Data to a Common 
Format 

4. Validate Data and Create a 
Harmonized Dataset 
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Identify a Data Model (Common Data Elements) 

➢ Determine the key data elements
relevant to your analysis or research
question (age, sex, income)

➢ Select a data model that are widely
recognized and used across different
settings and systems (ScHARe CDEs
https://cde.nlm.nih.gov/)

❖CDEs ensure consistency across different studies, making it
easier to combine  and analyze data from multiple sources.

❖By using CDEs researchers can create larger and more
diverse datasets that are critical for AI model development
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Data Aggregation 

& Harmonization 

Common data elements (CDEs) 
are standardized, precisely defined 
questions paired with a set of specific 
allowable responses, used systematically 
across different sites, studies, or clinical 
trials to ensure consistent data collection. 

Definition 

Definition A data model is an
abstract model that organizes 
elements of data and standardizes 
how they relate to one another and 
to the properties of real-world 
entities. 

https://cde.nlm.nih.gov/


D
at

a 
P

re
p

ar
at

io
n

 

Data Aggregation 

& Harmonization 

S
ta

n
d

a
rd

iz
e
d

 c
li

n
ic

a
l 

d
a

ta

Standardized health system Standardized 

health economics

Standardized 

derived elements

Results schema

Standardized

metadata

Standardized vocabularies

Observation_period

Concept_relationship

Relationship

Concept_ancestor

Drug_strength

Source_to_concept_map

Death

Visit_detail

Condition_occurrence

Drug_exposure

Procedure_occurrence

Device_exposure

Measurement

Observation

Note_NLP

Specimen Episode_event

Fact_relationship

Concept

Vocabulary

Domain

Concept_class

Concept_synonym

Location Cost

Condition_era

Drug_era

Dose_era

Cohort

CDM_source

Metadata

Payer_plan_periodCare_site

Provider
Visit_occurrence

Note

Episode

Cohort_definition

Person

OMOP Common Data ModelExample: Data Models
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https://ohdsi.github.io/CommonDataModel/index.html


14. English proficiency 

We are interested in your own opinion of how well you speak English. Would you say you speak English 

□ Very  swell 

□ Well
□ Not well
□ Not at all
□ Refused
□ Don't Know

English Proficiency Value List Very Well | C159856 | 
Well | C182125 | 

Not Well | C182124 | 
Not at ALL | C91213 | 
Refused | C51024 | 
Don't Know 

A subjective response of strong agreement or ability. | 
A subjective response of good agreement or ability. | 

A subjective response of poor agreement or ability. | 
A subjective answer of no agreement or ability. | 
Used to indicate when a respondent makes a decision to not answer a question. | 
The answer is not known by the person answering. C67142 

NCI Thesaurus | 
NCI Thesaurus | 

NCI Thesaurus | 
NCI Thesaurus | 
NCI Thesaurus | 
NCI Thesaurus | 
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& Harmonization 

Example: Common Data Elements 

ScHARe CDEs (https://cde.nlm.nih.gov/)

https://cde.nlm.nih.gov/


Map Source Data to CDEs 

• Examine the data from each source system 

• Identify how their data elements correspond to the chosen CDEs 

• Map the source data fields to the CDEs, taking into account any 
differences in terminology, coding systems, or data formats 

Age at the time of study participation 
(Numeric) 

CDE 
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System A 

System B 

DOB (MM-DD-YYYY) 

Birthdate (3 questions): Day (DD), 
Month (Month), Year (YYYY)



Transform Data to a Common Format 

• Convert the source data into a standardized format that aligns with 
the CDEs by 

• translating codes from one system to another 
• standardizing units of measurement 
• using consistent data labels 
• reformatting dates and times 
• resolving inconsistencies in data definitions 

System A 

System B 

DOB (MM-DD-YYYY) 

Birthdate (3 questions): Day (DD), 
Month (Month), Year (YYYY) 

Extract the month, day, and year components from this 
format, determine the date of study participation, calculate 

the time difference, calculate age in years 

Determine the date of study participation, calculate the 
time difference, calculate age in years 

Required Transformation 
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Validate Data and Create a Harmonized Dataset 

➢Check the transformed data for accuracy, completeness, and 
consistency 

➢Identify and address any data quality issues, such as missing values, 
outliers, or inconsistencies 

➢Combine the transformed data from all sources into a single, 
harmonized dataset 
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Slido Poll 

What is the primary purpose of using Common Data Elements (CDEs) in 

research? 

a) To allow each research site to use its unique data collection methods 

b) To promote variability in data collection and analysis methods 

c) To ensure consistent and standardized data collection across different 

studies or sites 

d) To completely automate the data analysis process across multiple 

studies
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Data Transformation 
The process of transforming existing variables, or developing 
additional variables, or features, from the source data that can 
enable the use of a particular learning algorithms, improve its 
performance, or interpretability. 

Binning groups continuous data into 
discrete intervals or bins. 

Scaling refers to adjusting the range of 
a feature to a specific scale. 
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Definition 



One-hot encoding creates a 
separate binary variable for 
each category of a categorical 
feature 

Indicator variables refers to 
converting categorical 
variables into numerical 
representations by creating 
binary (0 or 1) variables 

Gender 

1 

0 

1 

0 

Gender 

Male 

Female 

Male 

Female 

Gender 

Male 

Female 

Male 

Female 

Female Male 

0 1 

1 0 

0 1 

1 0 
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Data Reduction 

Eliminating irrelevant or redundant 
data can 

➢improve the accuracy and efficiency of 
AI algorithms 

➢make it easier to identify patterns and 
relationshipsD
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Data Reduction 

The process of simplifying data 
without losing critical information, 
making it easier for AI algorithms to 
process and learn from it. 

Definition 



Data Reduction Methods 

•Feature Reduction: Selecting 
the most relevant features 
(variables) for the AI model. 

• Sample Selection: Selecting a 
smaller, representative subset of 
the data for analysis. 
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Data Reduction Methods 

•Feature Extraction: Creating 
new features by combining 
existing ones (e.g., Principal 
Component Analysis) 
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Data Documentation 

Data documentation provides a clear picture of how data was collected, 
processed, and transformed, and 

• promotes transparency in AI 

• enables others to reproduce the data preparation steps 

• facilitates collaboration among different teams and stakeholders 

• helps address ethical concerns related to data privacy, fairness, and 
accountability 
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Data Documentation 

Transparency ensures trustworthiness and ethical usage by enabling 
consumers and communities to understand how AI models function and 
make decisions.



Variable name Allowed values Variable 

Participant ID number ID 

Measurement unit 

Numeric 001-999

Description 

ID number assigned to participant in sequential order 

Group number GROUP Numeric 1-30 Group assigned to participant based on ID number 

Age in years AGE Numeric 18.0-65.0 Age of participant in years 

Date of birth DOB mm/dd/yyyy 1-12/1-31/1951-1998 Participant's date of birth 

Gender SEX Numeric 1 = male 2 = female Participant's gender 

Date of survey SURVEY mm/dd/yyyy 01/01/2015-01/01/2016 When the participant completed the survey 

Self-reported consumer spending SPEND Numeric 0-100,000,000 Self-reported average yearly expenditure 

Market sentiment SENTIMENT Numeric 1 = negative 2 = neutral 3 = positive Sentiment towards US domestic economy 

 Actual GDP growth GDP Numeric -5.0-5.0 Average US yearly GDP growth 

Data dictionary 
A data dictionary is an inventory of all data elements and their “meta-
data” including 

• the type of a data element (e.g. date, string, integer, real-value numeric) 

• expectations of the data (e.g. feasible values, range), 

• the terminology it is mapped to (if any) 

• a brief narrative of what the data is supposed to represent 
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Definition 



Data Documentation Best Practices 

• Record where the data originated (e.g., specific databases, APIs, public repositories) including dates of acquisition and any relevant 
access agreements 

• Calculate and document key summary statistics for each variable 

• Document any data quality issues identified and the methods used to address them. 

• Describe all data cleaning steps performed, such as handling missing values, correcting errors, and removing duplicates. 

• Provide clear and concise definitions for all variables and their units of measurement. 

• Document any rules or constraints applied to ensure data consistency across different sources or variables. 

• Describe any validation checks performed to ensure the data conforms to expected formats and ranges. 

• Maintain a clear record of how data is combined and transformed throughout the aggregation and harmonization process. 

• If data reduction techniques are used (e.g., feature selection, sampling), document the specific methods applied. 

• Describe the criteria used to select or exclude data (e.g., feature importance, relevance to the AI task). 

• Track different versions of the cleaned dataset and document the changes made in each version. 
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